HAS MACRO-FORECASTING FAILED?
Victor Zarnowitz

What to Ask, Why, and How?

The title of my paper, “Has Macro-Forecasting Failed?” serves a
good purpose, cven though it seems to be somewhat provocatively
phrased. We are reminded that claims to predict the future must be
properly modest or they will prove disappointing. The more that
forceasts matter and the more people that depend on them, the
greater the dangers of having overstated promises and unrealistically
high expectations—and macrocconomic forecasts matter great]y
when used as guides by public and private decisionmakenrs.

The question deserves a straightforward, but careful, answer. A
simple “ves” or “no” lacks meaning. Forecasting the economy’s
course, even short-term and in the broadest outline, is a mixture of
art and science that can be very imperfect and sophisticated at the
same time. Thus, we face a problem whose solution depends on the
treatment of more fundamental questions about (1) what the forecasts
are and why they are needed, and (2) what we can reasonably expect
of them.

It is easy to think of needs, uses, and standards associated with
macro-forecasting that will readily show it as a failing enterprise.
What is more difficult but alse morc important is to decide which
legitimate and credible applications of forecasting would, in princi-
ple, allow our title question to be interesting (i.e., capable of being
answered cither positively or negatively according to some sensible
and, so far as possible, quantifiable criteria).

To establish what forecasters can and should do, we must study
the record and assess the probable future of their endeavors. 1 can
sum up these large subjects only selectively in this paper. Thus, 1
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shall concentrate on what I studied firsthand, namely annual and
multiperiod quarterly forecasts of the principal aggregate variables
in the United States during the post—-World War IE cra. The predic-
tions refer to levels and changes of national output, employment and
unemployment, consumption and investment, prices, and interest
rates, They cover short and intermediate horizons of one or two years
along with one to four, or at most eight, quarters ahead.

Movements associated with the business cycles prevail over such
time spans. Irregular variations from random caunses and intrayear,
approximately periodic, seasonal movements influence heavily most
cconomic time series in the shortest ran measured in weeks and
months. But the forecasts are generally in quarterly and annual units,
and they aim at scasonally adjusted values wherever seasonal move-
ments exist. Furthermore, the random noise in the series is unfore-
castable. Ilence, the systematic part of the time series covered by
the macro-forecasts consists mainly of cyclical movements and, to a
lesser extent, elements of longer trends. It follows that a forecast
should be judged snceessful if it approximates reasonably well that
part of its target. The trend-cycle movements include the effects of
past shocks and scasonal innovations that may or may not be know-
able, but those movements presumably have important endogenous
ingredients as well.

The task of forecasting is more difficult than the term “systematic”
may suggest. Business cyeles are persistent and recurrent, but they
are by no means predetermined or periodic. They tend to be perva-
sive but affect different variables and sectors in different ways. Flue-
tuations and long trends in real growth and inflation interact with
each other and contain stochastic elements. The economy in motion
is a complex of dynamic processcs, subject not only to a variety of
disturbances but also to gradual and discrete changes in structure,
institutions, and policy regimes. No wonder there are few, if any,
constant Quantitative rules (e.g., time-invariant linear econometric
cquations) to help the macro-forecaster effectively and consistently
over more than a few years or from one business cycle to another.

Indeed, in social sciences and human affairs generally, it is only
prudent to recognize from the outset that the future simply cannot
be foreknown. Any maker or user of cconomic forecasts, therefore,
must always be prepared to be wrong, even if the errors are, at best,
relatively small and unpredictable. lowever, this probability of error
does not alter the fact that most decisions that matter are inevitably
forward-looking and, hence, involve forecasts. Where macroeco-
nomic forecasting cannot be avoided, it is probably advisable to make
those forecasts explicit and as good as possible, given the available
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cost-efficient methods and information. Forecasts are needed and
can be useful even when imprecise.

My basic approach, therefore, is to ask the following of the avail-
able data: What professional standards have economists who are
engaged in macro-forecasting been able to attain and maintain in
competing with each other and alternative methods? We have
learned much in recent times by assembling and examining measures
of absolute and relative accuracy for reasonably representative sam-
ples of macroeconomic forecasts (my own published work in this
area goes back to 1967). By now we would expect most professional
predictions to be, on average and over time, much better than naive
mechanical projections, but that expectation is a minimal require-
ment: To be successful, predictions should exceed significantly the
more sophisticated univariate and multivariate time-series models.
Further, it is desirable that the forecasts be frec of such systematic
errors as could have been either prevented by good modeling or
eliminated by learning from the past. The extent of such biases
depends on the stability of economic processes, the lags and costs
of adjustments to unanticipated change, and the relative contribu-
tions to the forecasts made by moedels and techniques on the one
hand and by new informational and judgmental inputs on the other.

In principle, what matters most about macroeconomic forecasts is
their uscfulness for decisionmakers both in government and in the
private sector. True, this eriterion is most difficult to apply directly
as little is known generally about the loss functions of users and the
effective costs and returns to them associated with such forecasts.
But even here not all is lost; we can safely assume that a high positive
correlation exists between the usefulness of forecasts and their mea-
surable quality atiributes, notably high relative accuracy.

Forecasting as a Competitive Industry:
Why No One Is Best

Peering into the future is an ancient occupation frequently charac-
terized by great hazards and by corresponding vagueness or obfusca-
tion. Economic prediction as an artful pursuit or a game of chance
undoubtedly has a long past, but authentic forecasting of well-speci-
fied future values of aggregative variables is of recent origin. A
responsible appraisal requires a recorded history of forecasts that
are not only explicit and verifiable but also sufficiently numerous
and consistent. This requirement rules out vast amounts of data, both
old and new, and urges concentration on the longest available time
series of reasonably comparable predictions from reputable sources.
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Economic and financial forecasting in the United States today is an
industry of significant size. Many forecasters belong to the National
Association of Business Economists, whose membership numbered
more than 3,300 in 1990 (it numbered 322 in 1959, the year NABE
was founded). The forecasting units vary from individuals and small
teams to sizable divisions of some large corporations and multibranch
specialized consulting firms. Seme of the latter operate large-scale
econometric models and provide customer services internationally.
Business demand for forecasts of numerouns more or less aggregative
variables is largely satisficd by subscriptions to such services. For
small numbers of primary macrovariables, special publications sur-
vey groups ol prolessional forecasters monthly or quarterly. Thus,
the U.S. market for these forecasts can probably be described as a
mixture of competitive and oligopolistic elements, with the overall
number of sellers relatively large and the barriers to entry low.! In
addition, some macro-forecasts are provided by government agen-
cies, essentially as public goods, and some can be acquired at very
low cost from the press. U8, government forecasts are designed to
serve as inpuls into economic policymaking, and they originate in
several agencies. Some forecasts are publicized but most are for
internal nses only.,

Forecasters compete, adapt to continuous change and new devel-
opments in the economy, and try to improve and differentiate their
products, Few leave their models and techniques unchanged for
long. Moreover, sticcess in forecasting may be occasional and fortu-
itous or intuitive. Hence, a particular forecaster’s record may not be
reliable as a basis for inferences on how he or she will perform in
the future. The shorter that record, the more uncertain are such
inferences. Ranking the forecasters on how well they predicted
changes in a single short period is quite risky and not very informa-
tive; in the next peried the ranks are very likely to differ considerably.
Nevertheless, such comparisons are commonly made at least once
cach year in the business press.

That there is great inerest in finding out “Who forecasts best?” is
certainly not surprising, and many recent studices address this ques-
tion. However, their well-established general conclusion is that no
one forecaster does or, equivalently, that many forecasters do. That s,
the measures of overall accuracy surveyed {typically, mean absolute
errors [MALs] or root mean square errors [RMSEs]) do not show

'In other highly developed countries, macroeconomic forecasting is generally more
concentrated in afew private sources or in government agencies and publicly supported
research organizations.
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any of the compared individuals or organizations to be consistently
and generally superior to others. The rankings vary for different
periods, variables, and horizons covered; they also depend on the
criteria and measures applied. Morcover, the differences between
the MAEs or RMSEs across the best-known sources are mostly small
and of uncertain statistical significance (which cannot be directly
tested since the forecasts are not independent).?

There are good probable reasons why the principal macro-
forecasters cannot be ranked unambiguously by any standards of
accuracy. Authors of predictions that are matched by variable, time
of issue, and target period draw on much the same body of data;
often use similar methods; are exposed to common current cvents
and attitudes; and, to some extent, interact and influence each other
directly. A free market exists in economic data and ideas, and
advances in forecasting technology are soon open to all practitioners.
This openness tends to reduce the diversity of individual predictions
created by the undoubted fact that forecasters differ greatly in theo-
retical orientation and training and in talent and experience. 1t also
presumably keeps the comparative advantages of the initially better-
endowed forceasters more temporary and smaller than they would
otherwise be.

Successful forecasting has diverse ingredients that are unlikely to
be monopolized as a combination. Some functions, like the exploita-
tion of time-series properties in the data, are best performed by
the computer and its programs. Other functions, like the quick and
efficient sifting of new information, would scem to require much
specialized skill and experience. The ability to develop superior
judgmental forecasts on this basis is probably a rare individual gift
that cannot be easily taught, transferred to others, or applied on a
large scale.

All of this helps to explain why concurrent matched predictions
from different sources show both common trends and much disper-
sion around them. The frequently alleged predominance of a single

For example, of the six sets of forecasts examined in Zarnowitz {1979), cach was
“best” for at least one variable, subperiod, and spun considered. The comparative
advantages were generally quite scattered, however, except that lorecasts released
later in a gquarter, being based on more information, tended to be more accurate than
those made earlier in the quarter. {This factor can be isolated by comparing early and
late predictions from sources that ferecast monthly or twice per quarter.) Similar resulis
are reported elsewhere {e.g., in McNees 1979 and, for the United Kingdom, in Wallis
1989).
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“consensus forecast” is mostly a myth.* The above arguments are
also consistent with the observation that the interforecast differences
are not persistent enough to give rise to systematic ratings of predict-
ive performance.

The Multiplicity of Methods and Models

The coexistence of many different forecasts aiming at the same
targets and continuing to have significantly dispersed crrors is in
itself an indication that no single model or technique is generally
expected to prove consistently superior to others. If any such winner
were believed to exist, it would soon come to enjoy the first prefer-
ence of the profession and be universally adapted. Instead, the mar-
ket has room for a sizable and diversified activity of macro-
forecasting.

Indeed, substantial and uncontroverted evidence from surveys
of professional forecasters shows that they distinctly favor several
approaches in varying combinations. For many years, questionnaires
of the quarterly Economic Outlook Survey, jointly conducted by the
American Statistical Association (ASA) and the National Bureau of
Economic Research (NBER) during 1968-90, collected information
on the premises and procedures incorporated in the members” fore-
casts. More than 70 percent reported using—and from half to two-
thirds ranked first—the “informal GNP model” in which the major
expenditure components of GNP are predicted in varions ways, com-
bined into an overafl forccast, and then checked and adjusted for
plausibility and internal consistency. This model is itself a mix of
procedures applied eclectically and flexibly with large elements of
judgment, not a well-defined method. Leading indicators were
ranked second by most respondents and were used by large numbers,
Somewhat smaller proportions of the survey membership mentioned
anticipations surveys, which generally ranked lower. The percentage
of users of outside cconometric models rose from less to more than
half between the late 1960s and early 1980s. About one-fourth of the
respondents had their own econometric models, and the proportion
of those ranking such models first was similar, Finally, other methods
such as time-series models were specified by fewer than 20 percent

A forecaster must indeed expect his results to be compared with that standard that is
widely reported by professional associations, business magazines, and other media.
But there are as many average forecasts as there are groups surveyed, and they may
at times express little agrecement. The averages are not well specified, and they lag
somewhat behind the release of many noteworthy forecasts for the same period.
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of the ASA/NBER survey participants and were preferred by about
half of those respondents.

Different methods tend to complement each other (e.g., new read-
ings on monthly cyclical indicators and the latest results from an
investment or consumer expectations survey may modify forecasts
from econometric models or the informal approach). This is the pre-
sumed reason why the dominant forecasting practice is to use various
combinations of these techniques. Other sources confirm this impor-
tant lesson.!

The florccasters” methodological choices, as reported in the ASA/
NBER surveys, do not appear to be associated with significant differ-
ences in predictive accuracy. Those who preferred cconometric mod-
els in their own work were not as a group systematically better than
those who preferred the informal approach. However, according to
comparisons based on first rank only, subscribers to outside models—
asubset dominated by large companies using well-known economet-
ric service bureaus and their own professional staffs—had a marginal
advantage over the other categories. On the whole, these test results
are consistent with the view that combining different procedures
helps, particularly when done by experienced forecasters {Su and
Su 1975; Zarnowitz 1971, 1984).

The 1950s and 1960s witnessed a great ascendancy of macroecono-
metric forceasting based largely on models of Keynesian provenance
and the paradigm ol “neoclassical synthesis.” The prevailing belief
was that business cycles could be subdued by fine-tuning fiscal and
monetary policy, aided by sufficiently early and accurate predictions.
The naively overconfident nature of such views became increasingly
clear as forecasting and policy failures multiplied during the late
1960s and 1970s. Inflation and unemployment both trended upward,
which contradicted the idea of a stable Phillips-curve tradeoff. New
shocks to oil and other major input prices caused adverse shifts in
aggregate supply, which undermined the effectiveness of aggregate
demand management. Discretionary fiscal policies have long proved
too sluggish and inflexiblc to be effectively countercyclical.

Thus, the annual surveys of NABE in 1975-79 show that 52-60 percent of their
members preferred “eclectic judgmental” and 2228 percent “eclectic econometric”
mothods, A special mail survey sent to the Blue Chip forecasters in 1987 resulted in
the following mix of average contributions: judgment, 48 percent; econometric model,
28 percent; and time-series analysis, 24 percent. Even the organizations with their
own large-scale econometric models (e.g., BEA, Chase, DRI, Kent, UCLA, Wharton)
assigned sizable weights to judgment (20-50 percent, on average 30 percent) and other
elements such as time-series methods, current data analysis, and interaction with others
(10-20 percent). See McNees (1981).

135



CATO JOURNAL

But discretionary monetary pelicies, though more potent, were
[requently not any more timely and successful, This lack of success
was not always or necessarily duc to lacking foresight; often the fault
lay in wrong indicators and targets, divided opinion and indecisive-
ness of authorities, or miscalculations of long and variable lag effects.
The point is that monetarist models, too, failed to produce depend-
able forecasts for the conduct of macro-stabilization policics. The
crudely monetarist-oricnted Fed tactics that temporarily replaced
the Keynesian regime in the late 1970s succeeded in finally eliminat-
ing the unhearably high and volatile inflation and interest rates, but
only at much higher costs than expected and by contributing heavily
to the two recessions of 1980-82.

Criticism of both Keynesian and monetarist model specifications
and predictions naturally led to new developments, some of which
were much needed and promising: a resurgence of theoretical and
cmpirical studies on husiness cycles, on the formation and role of
expectations, and on the microfoundations of aggregate supply and
price adjustment. New theories emerged, stressing rational expecta-
fions, imperfeet information, reai business cycles, wage and price
contracts, and rigiditics. But the new ideas and methods are still in
the stages of development and academic debate: They have not yet
given rise to cconometrie models and demonstrated their usefulness
for macro-forecasting,

People who must predict changes in the economy at frequent and
regular intervals are typically absorbed by the technical require-
ments of monitoring and processing information, analyzing current
developments, and preparing interpretive reports. Most are prag-
matic in using any data and approaches deemed helpful; few spend
much time on working with specific theoretical models, The task of
testing various hypotheses, models, and methods is left largely to
the academic economists. A very recent study of forecasters who
were cross-classified according to their theoretical preferences as
well as methodological choices concluded that “No one ideology or
technique yiclds consistently more accurate forecasts than others,”®

*See Batchelor and Dua (1980, p. 3). They used the Blue Chip 1987 survey mentioned
in note 4 above and examined annual forecasts of real growth, inflation, and interest
rates made in 1976-86 by 44 respondents. The weights placed on the listed theories
were as follows: Keynesian 43 percent, monetarist 20 percent, supply side 12 percent,
KRE 8 percent, Austrian 4 peveent, and other 13 percent. Some support was found for
the inference that the Keynesian-econometric combination had an advantage, but this
could reflect the fact that the modern versions of other theories and methods developed
later and so had adherents with less practical and diverse experience, The forecasters
in the sumple penerally wsed elements of more than one theory and relied on more
than one techmique,
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How Accurate Have the Forecasts Been?

Progress in forccasting, as distinguished from occasional successes
that may be due to chance, can come only from advances of science
in discovering and quantifying important regularitics. Although such
predictive relationships are found in macroeconomics, their range
and duration are probably more limited than they are widely
believed to be. The cconomy grows and fuctuates in various ways,
reflecting the diversity of human behavior that causes and reacts to
the omnipresent change. Of necessity, cconomic theory simplifies
starkly the motivations of individual and collective action, thereby
attempting to reduce the uncertainty surrounding economic change.
In the process, economists risk taking their models too seriously and
overestimating their ability to predict the movements of the real
economy, As already noted, some did succumb to this ervor in the
recent past when the cconomy enjoyed relatively stable growth and
rising prosperity, while macrecconomics also appeared to be doing
well. Under such conditions, the informed lay opinion was only too
willing to accept the optimistic claims of the experts. The present
danger is one of overreaction in the opposite direction.

Actually, the true macro-forecasts from credible sources were
never as good as many had once believed; nor were they as bad as
some now claim. There is no evidence that forecasts have deterio-
rated over time; indeed, the opposite view—that some significant
improvement has occurred—{inds more support in the data, as will
be shown directly. So the question “Has macro-forecasting failed?”
cannot be answered in the affirmative simply on this ground.

Table 1 is based on the 1953-89 series of predicted annual rates
of change in aggregate demand, output, and the price level. It covers
a large number of forecasts from a variety of sources: business econo-
mists and others employed by private companies in manufacturing,
finance, trade, consulting, cte.; academic and research institutions;
and the president’s Council of Economic Advisers (CEA), which
prepares the principal government forecast. Predominantly judg-
mental predictions that originate mainly in business are represented
along with predictions made by econometricians working with large
models.® Although the included forecast sets differ in many respects,
they are treated as sufficiently comparable for our present purpose,
which is to consider the broad trends over time in the overall forecast-
ing accuracy, The question of who forecasts best is of no interest
here. All the predictions covered are made around the end of the

®Michigan and Wharton are the oldest families of such models in use. For a list of the
coded sources, see Table 1, note a.
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year for the year ahead. The data come from my earlier and recent
work, and their availability dictates the division by subperiods shown
in the table. The relative dispersion of the measures across the sets
of forecasts and across time tends to be moderate, even when repre-
scnted by ranges between extreme values.

Thus, the MAEs, in percentage points, average 1.2, 1.2, and 1.0 for
GNP, RCNP, and IPD, respectively (column 3). The corresponding
figures for the ranges are 4, 4, and .1 (column 4). Reading down
the table, a comparison of the successive {mostly overlapping} sub-
periods suggests that the MAEs may have decreased somewhat for
CNP, increased for IPD, and remained remarkably stable for RGNP.,
But the errors of inflation forecasts increased on average over time
much less than the actual inflation rates did, so the accuracy of these
forceasts improved greatly in relative terms (compare columns 3 and
8). Such comparisons also suggest a definite reduction in the relative
errors for GNP, but a small increase in those for RGNP (note that
the average real growth rates decreased slowly between 1959-67
and 19659-89).

It is also instructive to look at ratios of the MAEs of the forecasts
to the MAESs of the corresponding extrapolations from selected naive
models {column 7).7 All but one of these relative error measures fall
in the range of .3 to .8, indicating the superiority of the forecasts.
The single exception is the ratio of 2.0 for the IPD forecasts in
1959-67, a period when projections of last year’s rate of change in
the price level were surprisingly effective because inflation was
unusually low and stable.

In the 1950s and 1960s forecasters generally underpredicted the
nominal and rcal GNP growth rates in years of cyclical expansion
{i.e., most of the time). Defined as differences (predicted minus actual
values), the errors in these forecasts, therefore, were on the average
negative (see the mean errors [MEs] in columm 5). The early postwar
period enjoyed more real growth than had been expected on the
basis of historical experience. Gradually and somewhat belatedly,
forecasters learned to be more optimistic. Real GNP increases were
strongly underestimated in 1958-67 but overestimated in 1962-76,
particularly in 1969-76.

Meanwhile, the [PD forecasts had little if any bias in the period
of relative price stability (1958-67); but when inflation was rising
and high, it was clearly underpredicted, as in 1962-76 and especially

“Far GNP and RGND, projections of four-year trailing moving averages proved rela-
tively effective; for IPD), projections of last year’s observed values. Percentage changes
based on preliminary data are used.
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in 1969-76. Finally, inflation peaked in 1980-81 and decreased mark-
edly in the following five years. Predicted rates moved down with
a lag, thus tending to overestimate actual rates. Later inflation
increased again but slowly, which was well anticipated.

Real GNP growth was underestimated in 1980, when the recession
turned out milder than expected, and in the years of strong recovery
and expansion (1983-84, 1988); it was greatly overestimated in 1982,
after a severe downturn cut short an unusually weak and brief rise
in activity. Thus, as was often observed in the past, the largest crrors
were associated with business cycle turning points and recessions
as well as sharp accelerations and decelerations in inflation (more
about this later), However, more than half the time, the annual fore-
casts for all three variables had only moderate errors of less than
one perccntage point; also, on the whole the underestimates and
overestimates balanced each other well, as can be seen from the
results for 1969-89 (lines 5, 9, and 13).

Over some shorter subperiods, the overall mean errors are much
larger and so are some of the associated dispersion measures {col-
umns 5-6), 'Thus it may seem that some of the included forceast sets
show undesirable bias (i.e., persistent underprediction or overpre-
diction suggestive of a failure to learn from past errors). The require-
ments that forecasts should be unbiased and also efficient (uncorre-
lated with their own errors) are often treated as obvious and minimal
in the literature. Yet such requirements are based on assumptions
that are only too often falsified in practice, namely that the patterns
and relations of the variables concerned are approximately time-
invariant and known.

In reality, econemic processes are not necessarily stable as they
reflect changes in economic institutions, structure, policies, and
behavioral rules. Forecasting models and techniques are adapted and
altered frequently, and many of the available samples of consistent
predictions are too small to establish the existence and to evaluate
the importance of any systematic errors. Also, measurement errors
may distort and fragment both the time-series data and the related
forecasts. For any or all of these reasons, ex post tests can and do
find evidences of bias, even in some statc-of-the-art predictions from
respected sources that cx ante had much professional approval. It
seems unlikely that these forecasts were, in fact, systematically defi-
cient in the sensc of having persistent yet avoidable errors. 1 suspect
their errors are mainly period-specific and are of the kind that could
not be readily detected and corrected at the time the forecasts were
made.
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Finally, we should note that the forecasts represented in Table 1,
though not selected retrospectively for being particularly accurate,
have not been randomly chosen either and are certainly superior to
many other forecasts. One reason is that I wished to include the
important sources with long records such as CEA, Michigan, and
‘Wharton. Another is that the group averages from surveys of forecast-
ers, such as ASA/NBER, are always more accurate over time than
most of their individual components (Zarnowitz 1984, 1985). Such
averages also conceal the dispersion of errors, which is often large,
in the participants” forccasts, The measures presented here and in
some other studies suggest that the forecasts by government agencies
and teams of econometricians equipped with large-scale models are
about as accurate as the survey group averages that represent predom-
inantly judgmental predictions by private business economists.?

Tougher Forecasting Tasks and Criteria

In the second post-World War I decade and therealter, macroeco-
nomic forecasts in the United States grew not only much more abun-
dant but alse much holder. The range of the predicted variables
increased greatly as more complete and detailed models were built;
it came to include important but very volatile—and hence diffienlt-
to-predict-—time series such as corporate profits, housing starts, and
inventory investment. Moreover, forecasters were increasingly
called upon and able to satisfy the demand for multiperiod predic-
tions of the economy’s course. Such forecasts regularly estend over
sequences of one to two years and four to eight quarters ahead (some
arc cven longer). This “dynamic” type of forecasting is particularly
ambitious. Of course, the computer revolution had much to do with
these developments, but so did the advances in economics and statis-
tics, along with the trends in government and business managements,

The average accuracy of forecasts typically decreases as their hori-
zon increases (e.g., GNP is predicted better one quarter than two
quarters ahead, better two than three quarters ahead). That is, the
MAEs (and RMSEs) rise with each ¢xtension of the predictive span,
from the current quarter t {for series where preliminary data appear
only in the next quarter t + 1) through several quarters of the near
future, However, the margins by which the absolute or squared errors

SEconometric service bureaus usually adjust many predictions generated by their mod-
els in attempts to use judgment and up-to-date outside information to correct for ervors
that an unaided model would commit, The net effects of these constant-term adjust-
ments have been mostly to improve the aceuracy of forecasts by compensating partially
for the errars in the models and the projected values of the exogenous variables (Evans,
Haitovsky, and Treyz 1972; Zarnowity 1972; MeNees 1980).
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accumulate over time tend to decrease, and beyond a certain point
foften t + 4 or t + 5) the errors often flatten or vary irregularly
around some high plateau.” Current information and knowledge may
help us forecast (¢ + 2) better than (¢ + 4), but we may be about
equally ignorant about (¢ + 8) and {t + 10), for example. These
observed tendencies apply to short-term forecasts for a varicty of
time series; they apply to levels and cumulative absolute and relative
changes alike.

Properly understood, the rule “longer forecasts, larger errors”
applies to optimal forecasts. It should be a strong regularity-—and
is. Each of several potential ingredients of a forecast—extrapolation
of time series and their relations, external information, or judgment—
is subject to a deterioration with the lengthening of the predictive
span. Annual forecasts can be viewed as having average spans of
about two and a half quarters from the date of issue to the midpoint
of their target period; they tend to be about as aceurate as comparable
forecasts for two or three quarters ahead, less accurate than shorter
and more accurate than longer forecasts. Errors in predicting the
intrayear quarterly changes often offset each other, which helps con-
siderably the annual forecasts of nominal and real GNP and some
of their components. {On the other hand, the multiperiod forecasts
of inflation have more cumulation and fewer offsets).

It is not possible or necessary to go beyond this summary of the
main features of the relation between the accuracy and the horizon
of forecasts. Substantial research has been done on these matters,
and its findings are generally consistent with and supportive of the
above story (see, c.g., Zarnowitz 1979 and McNees 1988). Clearly,
it is much more difficult to predict sequences of guarterly values
than single annual values, and the usefulness of point forecasts with
long spans and large errors is in doubt. But it is also clear that the
tough task of quarter-by-quarter forecasting of the near-term course
of the economy in some detail has now become something of a
professional routine, presumably in response to the rising demand for
just such forecasts. The practice of monthly updating of the forecasts
spread concurrently and fast, too: It gives users much fresh informa-
tion about the outlook for the economy and gives forecasters the
opportunity to revise their predictions frequently.

YIn other words, the errors increase less than in proportion to the horizon (e.g., semi-
annual predictions arc less than twice as accurate as the annual ones}. Indeed, the
errors frequently decrease with the lengthening horizon for fovecasts of growth in the
nominal and real agpgregates when these are expressed throughout at annual rates.
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One question that arises at this point is whether the multiperied
predictions are superior to matching mechanical extrapolations from
naive and time-scries models on the basis of past data available at
the time of forecast. Table 2 compares the RMSIEs of the forecasts
(P} with their counterparts for several naive models {N}: projections
of last-known levels, changes, and historical averages (N1, N2, and
N2#, respectively) and autoregressive extrapolations (N3). The listed
ratios RMSE(PYRMSE(N) are all {ess than 1, which indicates that
the average accuracy of the forceasts is generally higher than that
of the naive models. IHowever, in some instances the extrapolations
arc not much worse than the forecasts: Notably, of the six pre-1970
sets, two have ratios of .9 and higher for the two-quarter span and
four for the four-quarter span (lines 1-6, columns 6 and 7). But the
best forecasts scored well against the naive models in the early 1970s,
a period of great turbulence (lines 7-9). Overall, this fragmentary
record illustrates a fairly good but not particularly impressive fore-
casting performance,

Recently, macro-forecasters have been challenged to exceed
higher standards represented by predictions based on vector autore-
sressive (VAR) models (S8ims 1980). In 2 VAR, each of the variables
is predicted by regression on its own lagged values and those of the
others; none are exogenous. The number of variables is small, since
cach is used with several lags. The only use of economic theory and
judgment is in choosing the variables. The forecasting process itself
is mechanical and replicable. In contrast, cconometric forecasting
involves exogenous variables that are projected outside the model
and, typically, judgmental adjustments to the model outputs of
endogenous variables, At least potentially, the roles of both theory
and judgment in macroeconometric modeling and forecasting are
very large.

Table 3 shows ratios of the average RMSFEs of Chase, DRI, and
Wharton cconometric forecasts to the corresponding measures for
predictions from a VAR model by Lupoletti and Webb (1986). The
model consists of five variables—RGNP, IPD, the monetary base,
the manufacturing capacity utilization rate, and the 90-day treasury
bill rate (TBR)—cach taken with six lags. It was estimated for 1952:2
to 1969:4, and the obtained coefficients and predictions were then
used to forecast each variable for 1970:1 to 1972:2. This procedure
was repeated starting with cach suceessive quarter to produce fore-
casts with horizons of one to six quarters for 1970:1 to 1983:4, Thus,
the results ure postsample predictions intended to be comparable
in this respect to the authentic ex ante forecasts.”

YHowever, the data used in the VAR computation were the latest revised estimates
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For GNP and RGNP, the RMSE ratios have a range of .73 to .97,
for IPD and TBR, half of the ratios favor the forecasts and half favor
VAR, but all are close to 1 {sce lines 1,4, 7, and 10 in Table 3). Thus,
in most cases the forecasts appear to he more accurate than the much
simpler and less expensive VAR projections, but by small margins.
The mixed results of comparisons by subperiods (not shown) confirm
this conclusion. Perhaps surprisingly, in most cases the relative per-
formance of VAR improved at longer horizons, although prominent
cconometricians would expect the opposite (Klein 1984, p. 7; Adams
1986, p. 156).

Other cvaluations showed that the published forecasts with
macroeconometric models more often cutperformed univariate
ARIMA and multivariate VAR times-series models (McNees 1982
Wallis et al. 1987 tor the United Kingdom). In any event, such extrap-
olations make good competitive standards against which to assess
the accuracy of sets of predictions produced by serious and aspiring
forecasters.

Overfitting is a major problem for a VAR model that typically
includes many terms (their number equals the produet, variables
times lags) and hence requires estimation of many parameters from
a limited amount of data. To avoid or at least reduce this ditficulty,
Bayesian vector autoregressions (BVAR) use selected restrictions
{e.g., that the prior means are one for the coefficients on the first
own lag, zero elsewhere, and that the standard deviation of the inde-
pendent normal distribution for the j-th lag is inversely proportional
to j (Litterman 1984, 1986). Thus, the priors contain elements of
random-walk models, but the approach is flexible in that it uses
alternative proportionality (tightness) specifications and time-vary-
ing parameters. McNeces (1886) presents detailed comparisons in
terms of RMSEs between the regular ex ante BVAR forecasts issued
by Litterman in 198085 and some of the best-known forecasts by
econometricians armed with large-scale models and averages from
surveys by business economists. He reports that BVAR forecasts
were the most accurate or among the most accurate for RGNP, for
the unemployment rate, and for real nonresidential investment and
were the least accurate for IPD and (by very small margins) TBR;
for GNP, their record was relatively weak over the short spans, strong
over the long spans. Table 3 presents a summary of some of this
evidence (see lines 3, 6, 9, and 12).

available to the authors, whereas the econometric services used the preliminary esti-
mates available at the time of the forecast. This use could well bias the comparisons
considerably in favor of VAR, although Lupoletti and Webb (1986, Table 1 and text,
pp. 367-69) present some evidence that this may not be the case,
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Econometric and judgmental forecasts are commonly believed to
have an advantage over time-series forecasts in that they are at least
potentially much better equipped to predict turning points. This
belief is generally correct for simple forms of extrapolation, but
apparently not always for sophisticated time-series models. Table 3
suggests that the BVAR model was often more accurate than the
cepnometricians within two quarters of business cyele turns in
1970-83 (lines 2, 5, 8, and 11).

Overall, the main lesson here is again that the BVAR models
include information of predictive value that is not present in the
ceonometric and judgmental forecasts; hence none of these types of
predietions are systematically more or less accurate than the others.
However, combining the information they contain can improve the
forecast. On this point there is general agreement among studies
that otherwise offer somewhat different asscssments of the relative
aceuracy of time-series versus econometric forecasts of macroeco-
nomic variables."!

Forecasting and the Business Cycle

Forecasters tend to undervalue cyclical movements. The levels of
GNP and industrial production, for example, are underestimated
most early in a business recovery when growth is particularly strong,
less so later when the expansion slows. In general retardations and
contractions, the predicted levels as a rule exceed the actual ones,
either because the downturn is missed or because the decline turns
out to be larger than was forecast.

There are two types of directional errors: a “missed turn,” when
a turning point in a series occurred but was not predicted, and a
“false signal,” when a turning point was predicted but did not occur.
Since GNP grows most of the time and is expected to, false signals
are rare in annual forecasts for this series, but missed turns (as a
rule, peaks) are mere frequent (Table 4, lines 1-4, column 1), For
industrial production (a much more cyclical and volatile series), the
percentage of missed turns was smaller and that of false signals much
larger; for the GNP implicit price deflator, both relative frequencies
were higher yet (lines 1-4, columns 2 and 3).

Quarterly series include many more turning points (both cyclical
and minor) than the corresponding annual series. The early multi-
period forccasts of GNP missed most of the declines in the current

UCampare McNecs (1982, 1986); Lupoletti and Webb (1986); Wallis {1989); Holden
und Broomthead (1990, for the United Kingdom); and particulasly Fair and Shiller
(1990).
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and next quarters and all of the declines in the more distant quarters
ahcad (i.e., they falsely predicted rises instead). In contrast, false
signals {defined here as predictions of decrcases when increases
actually occurred) were relatively few and fading with the distance
to the target quarter {lines 1-4, columns 4-8).

Real GNP turncd down in 1954, 1958, 1970, and 1974, Of the 10
forecasts for these years that were available to me for study, 8 speci-
fied continued rises and only 2 succeeded in signaling declines
{(Zarnowitz 1979, p. 10). Even though they arc usnally few and far
between, cyclical turning-point errors matter greatly because they
tend to be exceedingly large. Thus, on average, they are about three
times larger than the other errors in forecasts of annual percentage
changes in real GNP, as shown in Tahle 5.

During the 1970s and 1980s, the largest errors in real GNP forecasts
occurred in years of business cycle recession and troughs, namely
1970, 1974, and 1982; all were positive. Thus, the forecasts continued
to suffer from the failure to predict downturns in aggregate economic
activity, even though their relative accuracy improved and the fre-
quency of directional errors decreased compared with the carlier
post—World War I1 period.

A widcly observed and strong property of forecasts is that they are
more accurate and less biased during periods of business expansion
(including pcaks) than during periods of contraction (including
troughs). When the cconomy keeps rising, its course is predicted
with substantially greater accuracy than when it falls. This result
is shown by hoth the mean absolute errors and the mean errors
(disregarding sign), and for both the annual and the quarterly fore-
casts {Table 4, lines 5-8).

A similar, though somewhat muted, contrast exists between fore-
casts for the above-average growth phases and those for the below-
average growth phases: The former are on average more accurate
and less biased than the latter.”? In sum, large errors tend to cluster
around and immediately after business cycle turns and growth cycle
turns, especially peaks (growth cycles are major fluctuations in trend-
adjusted aggregates),

Note that the meaning of these results is not simply that the fore-
casting failures are due to large unanticipated shocks, for the latter
can and often do occur under any economic conditions. The concen-
tration of large errors during slowdowns and contractions cannot be
explained away by a general reference to random outside distur-
bances. The economy is particularly vulnerable in these husiness

2For evidence, see Zarnowitz (1986, Table 2).
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cycle phases owing to a gradual! accumulation of various stresses
and imbalances, and it is very difficult to predict just when these
phenomena will culminate. Also, few forecasters take the risk of
signaling a recession prematurely ahead of others; the costs of such
prediction to themselves and their customers can be quite high,
In contrast, forecasts of a recovery are always welcome and often
accepted on the basis of carly signs of improvement. The peak errors
show up during the recession and slowdown periods, the generally
smaller trough errors show up during the recovery and speedup
periods.

The most influential private foreeasts are now issued monthly for
sequences of several quarters ahead; government forecasts no doubt
are adjusted just as frequently, though only for internal uses, not
public knowledge. How early can the alert producers of such predic-
tions foresec or detect major events such as the turning points in
business cycles, growth cycles, and inflation fluctuations? Experi-
ence varics but the probable lead times at peaks, if any, are short.
For example, the first forecasts of a downturn in 1973 were coinciden-
tal with the onset of the recession in the fall; the many predictions
of a peak in 1979 found much support in preliminary data but were
not confirmed until 1980:1; the mid-1981 peak was widely missed;
and few predicted a decline in 1990 before August, though soon
thereafter most forecasters agreed that a recession was under way. '

Most of the recent business contractions were preceded by fairly
long slowdowns in aggregate economic activity (1957, 1969, 1973,
1979, 19895-50). A number of leading indicators and corresponding
composite indexes declined or flattened early on each of these occa-
sions, providing carly signals that the cconemy was weakening.
Many forccasters, monitoring these developments, promptly recog-
nized the slowdowns but discounted the associated recession risks.
As a result, the forecasts, like the indicators, tend to have a better
record of timely prediction for slowdowns (growth cycle peaks) than
recessions (business cycle peaks).

At business cycle troughs, the leads of the indicators are generally
much shorter than at peaks but are also much less variable. Thus,
forecasters may trust these signals more, but they are too often ready
to predict the end of a recognized recession much earlier. So, the
prevailing view in spring 1974 (after the oil embargo ended) was
that the recession was about over, but that view was premature
by almost a year. Similarly, most forecasters expected the 198182

B¥or detail, see McNees (1990, pp. 159-67) and {on the 1990 peak forecasts) Zamowitz
(1990, 1991).

155



CATO JOURNAL

contraction to last two to three quarters rather than the actual five
quarters, (But this error was in part related to the opposite error of
overestimating the length of the 1980 recession, which was unusual
in lasting only six months.)

The turning points marking the major rises and declines in inflation
have heen for the most part poorly predicted, with forecasts lagging
behind the actual values much as simple extrapolations would. A
detailed analysis of a large number of forecasts for several variables
found inflation errors particularly troublesome; so have some other
studies (Zarnowitz 1985; Holden and Peel 1985 for the United
Kingdom}.

Conclusion

There is much disenchantment with macroeconomic forecasting.
The difficult question is “Ilow much is due to unacceptably poor
performance and how much to unrealistically high expectations?” I
would argue that the latter is a major factor, Economists were held
in high repute during the 1960s, probably in large part because the
macro-forecasts looked good then, and high growth and prosperity
prevaited for some time with inflation still well restrained. But it is
relatively casy to achieve a respectable forecasting record in times
ol continuing cxpansion. Later, when inflation accelerated, when
serious recessions reappeared, and when long-term growth of pro-
ductivity and total output slackened, the errors of macro-models and
macro-forecasts received inereased public attention—as did the old
and new controversies among the economists. The reputation of the
profession suffered and, perhaps worse yet, the interest of academic
ecpnomists in forecasting, never very strong, weakened still more.
Yot the performance of professional economic forecasters, when
asscssed in proper relative terms, has been considerably better in
recent times than in the earlier post-World War II period. What
happened is that the improvements fell short of enabling the forecast-
ers to cope with the new problems they faced.

As a practical activity, the results of which are marketed, recorded,
researched, and tested, macroeconomic forecasting is very young hy
any standard. There is litde doubt that it will always disappoint the
hopes of many, but also a high probability that it can be developed
wdll beyond its present early stage. If macroeconomics has a long
way to go, as | believe to be the case, then macro-forecasts, too,
should still be far from the limits on their improvability, even if such
limits were to prove much narrower than early enthusiasts thought.
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Progress in forecasting will require chiefly better data and models,
but also improvements in time-series analysis, econometric methods,
cyclical indicators, and anticipations surveys. These cssentially com-
plementary tools should be used efficiently as such, not as competi-
tors or substitutes, We can expeet the advances to prove difficult and
slow with setbacks along the way. Indeed, some large banks and
industrial companies have sharply reduced or even liquidated their
economic staffs in recent years. But this move can hardly mean
that these organizations have suddenly discovered that they can do
without forecasts of important aspects of aggregate economic activity
on which their own business prospects may depend critically. More
likely, they decided that other ways to acquire such forecasts (e.g.,
subscription to outside services or surveys) are more economical
than in-house production. The predictive needs of decisionmakers
who are necessarily future-oriented are not reduced by the perceived
shortecomings of past forecasts. This view applies to government
policymakers as well as to private agents.

However, there are ways to reduce one’s dependence on forecasts
to a degree, and the incentives to use them are presumably greater
the more fallible the forecasts appear. One partial substitute for the
lacking foresight is readiness to respond promptly and flexibly to
unforeseen changes. For example, private reactions to economic
fluctuations may involve employment smoothing through labor
hoarding along with preduction smoothing through changes in
unfilled order backlogs.* An example of a government policy that
is relevant here would be job ereation through countereyclical public
works or public service employment programs, which would draw
on an advance preparation of a backlog of useful projects to be acti-
vated as needed (compare Council of Economic Advisers 1954,
p. 123}). But fiscal policies of this kind were more often pro-cvclical
than counter-cyclical becausc of tardiness and poor planning (see
Zarnowitz and Moore 1982, pp. 57-59).

The principal proposed alternative to discretionary government
actions that must rely on forecasts is to consistently follow a stable
policy rule that would call either for no response or for a predeter-
mined response to changes in the economy (e.g., a fixed growth rate
for some controlled monctary aggregate or a rate varied as a function
of, say, the observed inflation). Policy rules, it is often argued, can be
expected to have positive stabilizing effects on private expectations

“4Als0, theoretically, through changes in inventories of produced goods; but empiri-
cally, inventories do not seem to be used to accommodate cyclical fluctuations in
demand (sce, e.g., Blinder 1986).
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and to discipline the authorities that may otherwisc be tempted to
engage in shortsighted attempts to overstimulate the economy by
inflationary policies. Thus, the deficiency of forecasts is not the only
argument used in favor of the rules; nor is it necessarily the main
one. Monetary control could be poor cven with accurate forecasts
because of inconsistent and inefficient procedures with regard to
the instruments and targets of the policy.

Are even the best available forecasts inadequate to be a basis for
satisfactory policy decisionmaking? This question probably does not
have a single, elear-cut answer at this time. There is evidence that the
government has no substantial and lasting informational advantage;
notably, the CEA and the Federal Reserve forecasts are about as
accarate as the state-of-the art private forecasts (as indicated by our
results and other studies; see, e.g., Meltzer 1991, pp. 30-32). Cer-
tainly, the forccasts cannot support “fine-tuning,” that is, keeping
the cconomy always very close to full employment; but this would
not be a realistic goal for balanced policies even if macroeconomic
forecasting were in far better shape than it presently is. Yet forecasts
should he sufficient most of the time to assist in the pursuit of reason-
ahle policy objectives: preventing or at least effectively combating
persistent high unemployment and persistent high inflation.

The main defects of macro-forecasts from the point of view of
policy are the errors of missing cyclical turns and shifts in the average
rates of inflation. Major reductions in such errors should rank high
on the agenda of cconomists.
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CRITERIA FOR JUDGING
MACROECONOMIC FORECASTING

Allen Sinai

Victor Zarnowitz concentrates on a limited dimension of the question
that titles his paper, “Has Macro-Forecasting Failed?” That dimen-
sion is macroeconomic forecast accuracy and the forecast perfor-
mance of macroeconomic projections by different types of forecast-
ors, different forceast methods, and across different periods. As a
paper on the forecast accuracy of macrocconomic projections and
the comparative forecasting record of various methods of macro-
forecasting, the Zarnowitz paper has much to offer on four counts:
(1) an evalunation of the record from 1969 to 1989; (2) how judgment-
type forecasting, model-based forecasts, and time-series methods do
vis-a-vis one another; (3) some myths surrounding common percep-
tions about macro-forecasting; and {4) some of the underlying nitty-
gritty of how macro-forccasting is done.

Zarmowitz does perpetuate a few incorrect notions about macro-
forecasts and macro-forecasting, however. And there is excessive
material that is extraneous to the purpose of the paper and to the
limited aspect of the question he, in fact, examines. But, by and
large, if one takes forecast accuracy and performance as the major
criteria of whoether macro-forecasting has failed, the paper makes a
significant contribution.

Has Macro-Forecasting Failed? How Can We Tell?

The major deficiency is that Zarnowitz never directly comes to
grips with the question that is posed: Has macro-forecasting failed?

Cato Journal, Vol, 12, No, 1 {Spring/Summer 1992). Copyright © Cato Institute. All
rights reserved,
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A full and comprchensive list of criteria relating to the methods,
uses, and accuracy of macro-forecasting is not laid out, on which the
pluses and minuses of macro-forecasting could be examined. There
is casual reference to some additional criteria, but that reference
disappears as Zarnowitz pursues the accuracy issue and the empirical
data in his very impressive database of historical macro-forecasts
from different types of forecasters and different forecast
orgarizations.

Lven on the accuracy criterion, though, I could not tell what Zar-
nowitz concluded from his examination of the evidence, Unless, as
he hinted, his task was simply to lay out the facts on forecast accuracy
and methods as information input for the readertorenderajudgment.
But my real criticisin is that to evaluate the failures and successes
of macro-forecasting and the methods various practitioners use to
advance the activity, a much broader kind of examination than the
one taken by Zarnowitz is required.

T'he historical record of macro-forecasts and macro-forecasting is
anccessary dimension on which to consider whether macro-forecast-
ing has failed. But it is far from sufficient in light of the multitude
of uses and applications-—both actual and potential—of maecro-fore-
casting, Indeed, it could be argued that in a microeconomic, bottom-
line, decisionmaking context, the value of macro-forecasting and its
suceess or failure goes far beyond the accuracy of point forecasts, or
the rate of growth of GNP, or the rate of inflation and their tuming
points.

Point forccasts based on conditional assumptions and conditional
probabalistic models must always be wrong. Focusing on accuracy,
thercfore, tends to distract and obfuscate the best and most profitable
uses and decisions that relate to macro-forccasting in government,
business, and financial institutions. For all its emors in accuracy
and difficulties that are presented in use, would we ask whether
meteorology has failed? Macro-forecasting, I would submit, does
better and is more uscful and necessary for business decisions than
is meteorology.

Accuracy and Other Criteria

If I levy this criticism, how might macro-forecasting be judgedasa
success or failure? Without going into detail, let me list and comment
briefly on some of the criteria I think are valid in answering the
question, “Has macroforceasting failed?”

The Accuracy Issue
First, there is the accuracy issue, which is important-—a question of
levels, changes, and turning points in forecasted variables compared
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with actual values, The postwar record here is mixed. Zarnowitz
does very well in presenting it plus helping users of the macro-
forecasts understand the biases so that appropriate adjustments can
be made. For example, it should be understood and well known that
macro-forecasting always understates upswings and downswings. It
is the nature of the beast, and Zarnowitz brings that point out well.
The data are seasonally adjusted, models tend to add smoothing,
and forecasters smooth the smooth results of the models and the
data. It is really in the culture of what goes on in macro-forecasting
that one gets underestimates of hoth the upswings and downswings.
But forecasts tend to improve over time, as Zarnowitz notes, espe-
cially in relation to the magnitudes and difficulties at the time of
forecasting. The oil shock of 1973—74 was a new event: it increased
both indlation and unemployment. Was macro-forecasting a failure
because policymakers did not fathom the implications of the oil shock
or engage in the right policy response? Onc might come to that
conclusion if the focus is on forecast accuracy and point forecasts,
which distract users from maximizing for decisions the information
content of the forecasts.

Wrong forecasts, however, do not necessarily mean bad decisions
or bad bottom-line results. Point forecasts and forecasts of turning
points will always be wrong, since neither the science of macro-
forccasting nor its practitioners can really produce point forccast
results on turning points or on specific variables, Once the limitations
of macro-forecasting are recognized, the informational use of such
forecasting is enhanced.

Other Criteria for Judging Macro-Forecasting

There are many other criteria besides accuracy for judging macro-
forcasting. Ome criterion is the use of macro-forecasts as a backdrop
for micro-decisions. Itis like forecasting the weather. Macro-baseline
expectations and alternative prospects are essential ingredients for
virtually all miero-unit decisions and decisionmakers. That is an
intelligent and successful use of macro-forecasting. Decisionmakers
in government and business use macro-forecasts as benchmarks, but
those benchmarks are revised as new information comes in. Again,
the point forecasts cannot he taken literally. They can be used as
initial guides to macroeconomic policy and to form expectations in
financial markets. When a forecast fails, or is not accurate, policymalk-
ers can react.

Another criterion by which to judge macro-forceasting is how well
it enhances our understanding of the macroeconomy. Today macro-
results and model results of various policies are examined thoroughly
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through macro-forecasting. This can make for less chance of a really
had and poorly timed policy action. Policics are now examined in a
way that never was true before. The examination of the stock market
crash of October 1987 indicated no recession for most of those who
ran the numbers through systematic models, For me, when I did
that, that was a surprisc, but a result from the discipline of the macro-
forecasting process regardless of any forecast.

A further dimension is the inerease in current-quarter monitoring
as part ol macro-forecasting, There is now almost continuous forecast-
ing and monitoring of the near term as an input to decisions, that
is, as a monitor in terms of deviations from the forecast or from
expectations. That development is more important for bottom-line
decisions and good policymaking than, I believe, the forecasts
themsclves.

Finally, in thinking about relevant criteria for determining
whether macro-forecasting has failed, one must consider what can
bereasonably expected from the forecasts and the forecasters. Perfect
aceuracy is impossible and should not be the sole eriterion upon
which to judge the success of macro-forecasting.

Conclusion

Zarnowitz has made a significant empirical and scientific contribu-
tion on the accuracy record of macro-forecasts in the postwar period.
He also has increased our understanding of how macro-forecasts can
be used. But I do not think he has begun to approach the more
peneral title of his paper. I would say that over the postwar period,
allowing for the criteria I have laid out, there are pluses and
minuses—and I would be hard put to say that macro-forecasting has
failed once all of its uses, actual and potential, are considered.



